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Abstract

A strong signal for Double Parton scattering (DP) is observed in a 16pb�1 sample of �pp ! =�0

+ 3 jets + X data from the CDF experiment at the Fermilab Tevatron. In DP events, two separate

hard scatterings take place in a single �pp collision. We isolate a large sample of data (�14000 events)

of which 53% are found to be DP. The process-independent parameter of Double Parton scattering,

�e�, is obtained without reference to theoretical calculations by comparing observed DP events to

events with hard scatterings in separate �pp collisions. The result, �e�=(14.5�1.7
+1:7

�2:3) mb, represents

a signi�cant improvement over previous measurements, and is used to constrain simple models of

parton spatial density. For the �rst time, the Feynman x dependence of �e� is investigated, and none

is apparent. Further, no evidence is found for kinematic correlations between the two scatterings in

DP events.

PACS numbers: 12.38.Qk, 13.85.Hd, 13.87.Ce, 14.20.Dh
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I Introduction

Traditionally, studies of proton structure at �pp colliders have focused on the kinematics of individual

parton constituents, e.g. on the character and evolution of the structure functions. New and com-

plementary information on the structure of the proton can be obtained by identifying and analyzing

events in which two parton-parton hard scatterings take place within one �pp collision. This process,

Double Parton scattering [1], provides information on both the spatial distribution of partons within the

proton, and on possible parton-parton correlations, topics di�cult to address within the framework of

perturbative QCD. Both the absolute rate for the DP process, and any dynamics that correlations may

introduce, are therefore of interest. Furthermore, an understanding of DP is important for estimating

backgrounds to such processes as di-boson (W+W�, etc.) and boson + jets production, and for making

accurate predictions of hard-scattering rates at future high energy hadron colliders like the LHC.

A Double Parton scattering (DP) occuring within a �pp collision is illustrated schematically in Fig. 1. In

the simplest model, DP produces a �nal state that mimics a combination of two independent scatterings.

It is customary [2, 3, 4, 5] to express the cross section for this process as the product of the cross sections

for the individual hard scatterings divided by a scaling factor, �e�, with units of area. For the DP process

comprised of scatterings A and B,

�DP � m
�A�B

2�e�
: (1)

The factor of one half, also customary, incorporates the assumption that the number of parton-parton

interactions per collision is distributed according to Poisson statistics [6]. The m factor has the value

m=2 when A and B are distinguishable scatterings, and m=1 when they are indistinguishable [7].

The e�ective cross section �e� is the process-independent parameter of Double Parton scattering, and

contains the information on the spatial distribution of partons [8]. In Eq. 1, �B=(2�e�) is the probability

of hard scattering B taking place given A, and this will be larger or smaller depending on the parton

spatial density. If the parton density were \clumpy", with partons concentrated within small regions

inside the proton, B would be more likely to occur given A, because the A scattering pre-selects �pp

collisions in which \clumps" have overlapped. By contrast, a uniform parton density throughout the

proton would produce a larger �e� and a smaller �DP, since apart from trivial geometric e�ects (Sec.

IX.1) the presence of A would not increase the probability of B. Based on this simple \hard sphere"

model of proton structure, and the measured inelastic �pp cross section at
p
s=1.8 TeV [9], the expected

value for �e� is 11mb.

Previous measurements of �e� have come from the AFS, UA2, and CDF experiments. Each experiment

searched a four jet data sample, for which the DP signature is an uncorrelated pair of two jet systems

(two dijets) in the �nal state. For these measurements the m factor in Eq. 1 is unity. The CDF analysis

of Ref. [5], using jets with momentum transverse to the beam direction (pT ) above 25 GeV/c, found

evidence for DP at the level of 5.4+1:6�2:0% of the events. The value extracted for the process-independent

4



�e� parameter was 12.1+10:7
�5:4 mb. The AFS experiment measured �e� �5 mb [3], while UA2 chose to

place a lower limit of �e� > 8:3 mb at 95% C.L. [4].

In the present analysis, the �nal state consisting of a photon + 3 jets (+ X) is studied in data from the

Collider Detector at Fermilab (CDF). From this point on, unless speci�cally stated otherwise, \photon"

is taken to mean either a single direct photon (), or multiple photons from neutral meson decay in jet

fragmentation which approximately mimic a single photon (�0). The two dominant single parton-parton

scattering (SP) backgrounds are photon + 1 jet and dijet production, with bremsstrahlung radiation of

two gluons. The DP process consists of =�0 + 1 (or 2) jet production overlaid with 2 (or 1) observed

jets from dijet production. These two types of DP events are illustrated in Fig. 2.

As a result of the trigger used in this analysis (Sec. III), the jets in the photon + 3 jets event sample

are accepted down to low energies, where the cross section for the dijet scattering in DP is large. Also,

photon energy is better measured than jet energy at CDF, improving the ability to distinguish the two

scatterings in DP photon + 3 jet events (Sec. V), compared to a four jet �nal state. In consequence, the

present analysis bene�ts from a substantial DP event sample and an order of magnitude improvement

in the ratio of DP to SP events compared to the earlier CDF study. These improvements in turn have

permitted an investigation of the kinematic dependence of �e� and a search for correlations between

the two scatterings. Additionally, a new technique for extracting �e� has been developed, which is

independent of theoretical input and its uncertainties.

The structure of this paper is as follows. The method for obtaining �e� is outlined in Sec. II. The data

sample and models for signals and backgrounds are described in Sections III and IV. Distinguishing

kinematic variables are discussed in Section V. In Sections VI and VII we determine the numbers

of Double Parton events and multiple hard-scattering \pile-up" events in our data-sample, and use

these in Sec. VIII to derive �e� . In Sec. IX the measured value of �e� is used to constrain simple

models of parton spatial density, and searches for possible Feynman x dependence of �e� and kinematic

correlations between the two scatterings are conducted. Lastly, a series of Appendices describe the

following aspects of the analysis in detail: the properties of low energy jets at CDF (Appendix A),

higher order backgrounds to DP (Appendix B), and additional details on the �e� extraction technique

(Appendix C).

II Method for extracting �e�

In previous analyses �e� was derived using the measured DP cross section and QCD calculations for the

two cross sections in Eq. 1. Theoretical calculations of dijet and photon production su�er from sizeable

uncertainties [10, 11]. In the present analysis, �e� is extracted independently of theory, through a

comparison of the number of observed DP events to the number of events with hard scatterings at two

separate �pp collisions within the same beam crossing. This latter class of events will be referred to

as Double Interactions (DI). Because this method does not rely on theoretical input, it represents a

substantial advance over previous measurements.
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The DI process, with a photon + 1 or 2 jets at one collision, and 1 or 2 jets at another, is shown

schematically in Fig. 3b-c. Note that not all events with two collisions, such as the pile-up event shown

in Fig. 3a, are considered DI, but only those with hard scatterings at both collisions. DI events should

be kinematically identical to DP events if scatterings in DP are uncorrelated.

We now relate DP and DI production. Given a beam crossing with 2 non-single-di�ractive inelastic

(NSD) �pp collisions, the probability for DI in that crossing is

Probability for D:I: = 2

�
�=�0

�NSD

��
�J

�NSD

�
: (2)

In symbolic fashion, we write �=�0 and �J as the cross sections for producing =�0 + 1 or 2 jets, and

1 or 2 jets, which taken together yield =�0 + 3 jet events. These cross sections do not need to be

speci�ed in more detail (see below). The cross section for NSD �pp interactions is written �NSD. The

factor of 2 is combinatorial: the photon and jet scatterings can be ordered in two ways with respect to

the 2 collisions. The number of DI events, to �rst order, is this probability multiplied by the number of

beam crossings with 2 NSD collisions, Nc(2):

NDI = 2

�
�=�0

�NSD

��
�J

�NSD

�
Nc(2): (3)

Following the same line of argument, we predict the number of DP events, which have (at least) one

collision per beam crossing. In Appendix C, we demonstrate that the m factor in Eq. 1 is 2 for the

photon + 3 jet �nal state used in this analysis. Given a beam crossing with one NSD collision, the

probability for DP and number of DP events are to �rst order

Probability for D:P: =
�DP

�NSD
=

�=�0�J

�e��NSD
; (4)

NDP =

�
�=�0�J

�e��NSD

�
Nc(1) (5)

where Nc(1) is the number of beam crossings with a single NSD �pp collision. We take the ratio of Eqs. 3

and 5 and solve for �e� :

�e� =

�
NDI

NDP

��
Nc(1)

2Nc(2)

�
�NSD: (6)
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In the above, �=�0 and �J, the cross sections which are uncertain theoretically, have cancelled. Of the

remaining parameters, �NSD is known [9], and the numbers of events NDP and NDI will be measured.

The number of beam crossings with n NSD collisions, Nc(n), is calculable: for a given amount of data

taken at some instantaneous Tevatron luminosity, Nc(n) is a Poisson distribution in n, with mean n

given by �NSD, the instantaneus luminosity, and the Tevatron beam crossing frequency. Modi�cations

to Eq. 6 resulting from the e�ciency for identifying collisions and event acceptance are discussed in

Section VIII and Appendix C.

III Data samples

Data were taken with the CDF Detector, which is described in detail elsewhere [12]. We outline here

the detector components important for this analysis. The location of the collision vertex (or vertices)

along the beam-line is established with a set of time projection chambers (VTX) around the beam-

pipe. The momenta of charged particles are reconstructed in the Central Tracking Chamber (CTC), a

cylindrical drift chamber immersed in a 1.4 T axial magnetic �eld. Photons are detected in the Central

Calorimeter which spans 2� in � and �1.1 in pseudorapidity �. Projective towers in the Calorimeter

are divided into electromagnetic (EM) and hadronic (HAD) compartments. A strip chamber (CES)

embedded in the EM calorimeter near shower maximum measures transverse shower pro�les. A set

of preradiator chambers (CPR) located in front of the Central Calorimeter counts photon conversions.

The Plug and Forward Calorimeters extend coverage for jet identi�cation to j�j < 4:2. Instantaneous

luminosity measurements are accomplished using a pair of up- and down-stream scintillator hodoscopes

(BBC counters). The CDF coordinate system de�nes the z axis along the beam-line, and the polar

angle with respect to this axis is �.

The data sample consists of an integrated luminosity of 16 pb�1 accumulated in the 1992-3 Collider Run.

Average instantaneous luminosity for this running period was approximately 2:7 � 1030 (cm2 sec)�1.

Data were taken with an inclusive photon trigger which required a transverse energy deposition (ET =

Esin(�)) in the Central Calorimeter above 16 GeV, predominantly in the EM compartment, with

transverse energy ow consistent with a photon shower [13]. The trigger also required less than 4

GeV of additional calorimeter ET (EM+HAD) in a cone of �R < 0:7 around the photon candidate

(�R =
p
��2 + ��2). O�ine, photon candidates were required to have j�j < 0:9 to ensure good con-

tainment in the Central Calorimeter, and a correction for trigger ine�ciency as a function of photon ET

was applied [14]. Accepted events include both single direct photons and multiple photons. A second

trigger sample of interest is the minimum bias dataset, collected by requiring coincident signals in both

sets of BBC counters.

No jets were required in the trigger. O�ine, jet reconstruction [15] was performed using a cone of

radius 0.7 in (�; �) to de�ne jet ET . Jet ET 's were corrected for the response of the Calorimeter as

a function of � but not for energy losses (such as from calorimeter nonlinearlity and uninstrumented

regions). Events having three and only three jets with ET > 5 GeV, anywhere in the Calorimeter, were

accepted. In decreasing order of ET , the transverse energies of the three jets are ET (1), ET (2), and

7



ET (3). The photon and jets were required to be separated by �R > 0:8, and pairs of jets by �R > 0:7.

A further requirement of ET < 7 GeV was made on the two lowest ET jets. This enhances DP over SP,

since the ET spectrum of DP jets is softer than the SP background (Sec. VI).

The events were subdivided into Double Parton and Double Interaction candidate samples based on the

number of observed �pp collisions per crossing. The requirement for DP candidates was a single collision

vertex found in the VTX, and the requirement for DI candidates was two VTX vertices. No additional

VTX vertices were allowed. These candidate samples, passing all the selection criteria discussed above,

are referred to as the 1VTX and 2VTX datasets. A total of 13747 events in the 1VTX sample and 4904

events in the 2VTX sample pass all requirements. After the trigger e�ciency correction the e�ective

number of events is 16853 and 5983. These numbers are reiterated in Table I, along with the uses

to which the datasets will be put. (Additional datasets described in Sections VI and VII are also

summarized in Table I.)

The two least energetic jets in the 1VTX and 2VTX datasets have lower ET than the jets of previously

published CDF measurements [16]. As a result, the interpretation of these objects as products of hard

scattering must be justi�ed; this we do in Appendix A. We �nd that 5 GeV jets are the result of real jet

production, as opposed to instrumental e�ects. We note, however, that detector response is poor at such

low ET 's: for parton ET �5 GeV, ET losses amount to 20%, calorimeter resolution is 2 GeV and jet-

�nding e�ciency is 30%. As a result, the relationship between the partonic and observed jet properties

is complicated and uncertain. Also, at low energies, perturbative QCD calculations for jet cross sections

may not be reliable. The virtue of this analysis is that the �e� measurement is independent of these

concerns, since all comparisons to theoretical cross section calculations are avoided. The presence of

observed 5 GeV jets in DP and DI events in data is all that is required to obtain �e� .

IV Models for signal and background

To identify the presence of DP in our data, and to extract �e� , predictions are required for the properties

of the DP and DI processes, and for the SP background to the 2VTX sample (Fig. 3a). Models for

these processes are described below, and their uses are summarized in Table I.

The DP model used here, MIXDP, assumes that the two hard scatterings are independent, and was

obtained by mixing two CDF events together: an event from the inclusive photon data and an event

from minimum bias data, both required to have � 1 jet with ET > 5 GeV. The resulting mixed events,

which by construction include at least one jet from each \ingredient event", were required to pass the

=�0 + 3 jet event selection. The mixing process is illustrated in Fig. 4. We �nd that roughly 75%

of these events have a single reconstructed jet, rather than a dijet, from the minimum bias ingredient

event. The ingredient events were each required to have a single VTX vertex, and only the reconstructed

objects of the events (the jets, photons, and CTC tracks) were actually mixed. This technique ensures

that photons and jets in MIXDP events incorporate an \underlying event" energy contribution (arising

from soft interactions among spectator partons in the p and �p) that is appropriate for single �pp collision

events. Based on a study of calorimeter energy surrounding the photon, events in the DP candidate
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dataset have an underlying event ET consistent with a single underlying event.

The DI model, MIXDI, was also obtained from the same event mixing, but modi�ed to add extra

underlying event energy to the jets and photon [17]. This modi�cation simulates the presence of the

two �pp collisions in DI events in the 2VTX sample. The DP and DI processes are expected to di�er

only in this way.

The non-DI background in the 2VTX sample (Fig. 3a) consists of pile-up events in which a =�0 + 3

jets hard scattering is accompanied by a second �pp collision without a hard scattering (speci�cally, with

no jet above 5 GeV ET ). The model for this background, MIX2V, was obtained by mixing single vertex

=�0 + 3 jet events and minimum bias events without jets, again modi�ed so that the underlying event

energy is appropriate for modelling events with two collisions.

These data-derived models alone are used to determine the numbers of DP and DI events in data. As a

cross check, however, a prediction for the SP background to the 1VTX dataset (Fig. 2a) was obtained

from the PYTHIA Monte Carlo program [18]. To ensure that both the  and �0 events in our data

were modelled, PYTHIA Version 5.702 was used to generate all 2!2 partonic processes, with structure

function CTEQ2M (�2 = p2
T
). Multiple parton scatterings within the �pp collision were disabled. Event

generation was followed by detector simulation [19], event reconstruction including photon identi�cation,

and event selection.

V Distinguishing variables

To di�erentiate between the DP and SP processes, we exploit the independence and pairwise momentum

balance of the two scatterings in DP events. A set of six variables with distinguishing power was identi-

�ed. The �rst three are the � angles between the photon and the three jets. The fourth, ET (1)=ET(),

the ratio of lead jet and photon ET 's, is sensitive to the level of momentum balance between the two

highest ET objects. The �fth and sixth variables, S and �S, were used in the previous CDF analysis [5].

S represents the signi�cance of pairwise momentum imbalance. It is also used to dissociate the =�0 +

3 jet event into a =�0 + 1 jet system and a dijet, based on the best achieved pairwise balance. The

=�0 and 3 jets are grouped into two pairs, =�0 + jet i, and jet j + jet k, and the following quantity

is formed:

S =
1p
2

s� j~pT (; i)j
�pT (; i)

�2
+

� j~pT (j ; k)j
�pT (j ; k)

�2
(7)

where ~pT (; i) and ~pT (j; k) are the transverse momenta of the two two-body systems and �pT (; i) and

�pT (j; k) the corresponding uncertainties. Three pairings are possible, and the minimum S is selected.

Most often in the data (87% of the time) S is minimized by pairing the photon with the highest ET jet.

The last variable, �S, is the azimuthal angle between the pT vectors of the minimum-S pairs. This is
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illustrated in Fig. 5. In SP events, momentum conservation biases �S towards 180o, while in DP events

the �S distribution is atter.

These six variables are kinematically correlated to one another to varying degrees. Correlations were

tested using the PYTHIA and MIXDP models. For each model, events were weighted so as to produce

signi�cant changes in one of the distinguishing distributions. Changes in the remaining �ve distributions

were then noted, and were found to be small on the scale of the di�erences in the distributions for the

two models (Sec. VI).

VI Measurement of the number of Double Parton events

Distributions of the six distinguishing variables for 1VTX data are shown in Fig. 6. Also shown for

comparison are distributions from MIXDP (DP model) and PYTHIA (SP model). It is clear, most

notably from the two variables with greatest sensitivity to DP, �S and ��(; jet 1), that neither model

alone describes the data [20]. From a visual inspection of the six distributions, an admixture of ap-

proximately 50% DP + 50% PYTHIA (we write this as fDP=50%) would best match the data in every

case.

This indication of a sizeable DP fraction in the 1VTX event sample is model dependent, since it

is susceptible to possible inadequacies or incorrectnesses of the PYTHIA prediction. The PYTHIA

program, unlike the MIXDP model created from CDF data events, incorporates theoretical calculations

and phenomenological models which are uncertain. To remove this model dependence, the number of

DP events in the 1VTX data was determined using a background subtraction technique developed for

this analysis. This technique statistically subtracts SP background from the 1VTX data through the

use of a second CDF photon + 3 jet dataset, chosen to be somewhat poorer in DP. This \2-dataset"

method does not invoke any prediction or model for the SP component of the data, but relies only on

a comparison of the distributions of distinguishing variables for the two data samples and MIXDP.

We give here a brief outline of the 2-dataset method, and provide a full description in Sec. VI.1. Two

=�0 + 3 jet selection criteria are applied to data, such that the resulting datasets, A and B, di�er

in their signal fractions, i.e. in the ratio of the number of DP events to total events (fADP 6= fBDP).

Distributions of a distinguishing variable, for example �S, are plotted for both samples. The B plot is

then scaled by a parameter k and subtracted from the A plot, with k varied until the \A�kB" plot has
the shape of the MIXDP prediction for this variable. With this value of k, the subtraction has cancelled

the SP component of the A plot, leaving only the DP distribution. The values of fADP and fBDP are then

extracted from k. This method is illustrated in Fig. 7.

The DP-rich and DP-poor photon + 3 jet datasets were selected as follows. The A sample is the standard

1VTX dataset. The B sample is the same as A with a single change: we require 7 < (ET (2); ET(3)) < 9

GeV instead of 5 < (ET (2); ET(3)) < 7 GeV (Table I). Requiring higher jet energies reduces the DP to

SP ratio. This is seen in Figure 8a, which compares ET (2) spectra for MIXDP and data events passing

the 1VTX selection criteria, apart from the upper limit on ET (2) and ET (3). The ratio of spectra is
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plotted in Fig. 8b. The second jet in MIXDP events is seen to be softer than in data. Since the data

are believed to be an admixture of DP and SP processes, we conclude that the ET spectrum for DP

jets is softer than the spectrum of the radiated jets in SP events [21]. This di�erence in spectra is the

justi�cation for the ET (2); ET(3) < 7 GeV selection requirement applied to the 1VTX and 2VTX event

samples. Selecting elsewhere on this spectrum creates a dataset with a di�erent signal fraction.

VI.1 Description of the \2-dataset" method

The 2-dataset technique is a general approach to the problem of identifying a signal with known proper-

ties amidst an unknown background. It operates by comparing distributions of distinguishing variables

for two datasets, designed so that one dataset is richer in signal than the other. The method is strictly

valid only if the shapes of the background distributions in the datasets are the same.

For this analysis the 2-dataset method operates on distributions for the A and B photon + 3 jet datasets.

We assume that each distribution can be expressed as a sum of DP and SP distributions. In the DP-rich

A dataset, the distribution for any one of the variables, A, is written Ai = (1 � fADP)Qi + fADPMA
i for

each bin i, where Q is the QCD SP background distribution (unknown), andMA is the distribution for

MIXDP events passing the A selection. Similarly for the DP-poor B dataset, Bi = (1�fBDP)Qi+f
B
DPMB

i .

All distributions are normalized to unit area. We have assumed a common SP background distribution,

Q. To minimize the impact of this assumption, the two selection criteria were chosen to be similar, so

as to maintain similar kinematic constraints in the two datasets. The assumption will also be tested

directly (Sec. VI.3).

Proceeding with the derivation of the method, we eliminate Qi from the equations for Ai and Bi and
obtain

Ai �
 

1� fADP
1� CfADP

!
Bi = fADPMA

i �
 
CfADP(1� fADP)

1� CfADP

!
MB

i (8)

where C� fBDP=f
A
DP. Remarkably, this ratio of signal fractions, C, is a known parameter (see below).

Thus Eq. 8 can be implemented as a �2 test over all bins of the four known plots, A;B;MA, andMB,

with single free parameter fADP.

We now demonstrate how the C parameter is obtained. The two selection criteria, A and B, are applied

to data and MIXDP. A total of NDATA
A and NMIX

A events survive the A selection, and NDATA
B and NMIX

B

survive the B selection. One can formally write NMIX
A =�NDP

A , with NDP
A the unknown number of actual

DP events in sample A, and � an unknown parameter. If MIXDP models the properties of DP events,

then for the B selection one can write NMIX
B =�NDP

B , with the same value of �. In other words, if MIXDP

models DP accurately, then it models the relative e�ciency for DP events to pass two selection criteria.

Therefore,
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C � fBDP
fADP

�
 

NDP
B

NDATA
B

! 
NDATA
A

NDP
A

!
=

 
�NDP

B

NDATA
B

! 
NDATA
A

�NDP
A

!
=

 
NMIX
B

NDATA
B

! 
NDATA
A

NMIX
A

!
: (9)

The C parameter is thus determined without knowledge of the actual amount of DP in data. Given the

two selection criteria, we �nd NDATA
A =16853, NDATA

B =3727, NMIX
A =21240, and NMIX

B =3105. Thus C =

0.660�0.002. In other words, the B dataset has a signal fraction 66.0% the size of the signal fraction in

the A set.

VI.2 Results of the \2-dataset" method

We now apply the 2-dataset technique to the distributions of the four angle-based distinguishing vari-

ables for the A and B data samples. The ET -ratio and S variables were not suitable for this method,

since their distributions depend on the lower limit on ET (2), which is di�erent for the A and B samples.

Results are given in Table II. The simultaneous �t to all four variables has a reasonable �2 (167.6/149

d.o.f.) and yields fADP � fDP = (52.6�2.5)%. Fits to the individual distributions are also listed [22].

Results of this simultaneous �t are shown graphically in Figs. 9-12 for the four variables. Figures

9a-12a show distributions for the A selection for both data and MIXDP, with MIXDP normalized to

fDP=52.6% of the area. Figures 9b-12b show the same for the B selection, with MIXDP normalized to

fBDP=0.660�52.6%=34.7% of the area. The next two sets of plots are consistancy checks of the 2-dataset

method. Figures 9c-12c show the \A�kB" distributions (the l.h.s. of Eq. 8) which should match the

MIXDP predictions (the r.h.s. of Eq. 8). The agreement is generally good, as reected by the �t �2

values. Figures 9d-12d show the \extracted SP" shapes for A and B, obtained by subtracting the

MIXDP distribution from the data distribution, for both datasets. This is a check of the assumption

that the two SP distributions have the same shape. Only minor evolution in the extracted SP shapes

is seen.

VI.3 Checks of the 2-dataset method

To quantitatively test the validity of the assumption of a common SP background shape, as well as to

check the overall robustness of the method, the 2-dataset technique was applied tomock data constructed

from MIXDP and PYTHIA events. Note that the PYTHIA model provides a prediction for possible

di�erences in the SP distributions for the A and B selections. Input MIXDP fractions ranged from 35%

to 65%. The resulting measured fractions tracked the input fractions well. For example, the dataset with

input fraction 50.6% was found as having (51.3�2.0)% DP. Results are shown graphically in Fig. 13.

No systematic bias to the extracted fractions was observed within the statistics of the mock samples.

A linear �t to the found vs. true DP fractions and its statistical uncertainties was performed. Based

on this �t, systematic uncertainty is assigned to the fDP value obtained for the 1VTX data. We �nd

fDP=(52.6�2.5(stat.)�0.9(sys.))%.
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As a check of this large DP fraction, the admixture 52.6% MIXDP + 47.4% PYTHIA is compared

to 1VTX data in Fig. 14. All six distinguishing variables are shown. In each case, the data are well

described by this admixture. We note that a simultaneous PYTHIA +MIXDP �t to the six distributions

yields fDP=(51.8�1.0)% (statistical uncertainty), a result that is indistinguishable from the 2-dataset

result, since the �t �2 is the same as for a constrained �t to fDP=52.6% (273.0/244 d.o.f.).

VI.4 The number of DP events

Before calculating NDP, the number of DP events, a correction must be applied for the possible presence

of Triple Parton scattering events, which because of similar kinematics will appear as part of the observed

Double Parton signal. This correction is necessary because the �e� extraction technique (Sec. II) relies

explicitly on Eq. 1, which we take to be the cross section for two and only two pairs of parton scatterings.

MIXDP events were used to determine the correction, based on the possible presence of Double Parton

scattering in the two ingredient event samples. This is described in Appendix B. We estimate that

17+4�8% of the observed DP signal is Triple Parton scattering, necessitating that the signal be reduced

by 0.83+0:08
�0:04.

Since not all NSD �pp collisions are found by the VTX, DI is potentially a background to DP. Based on

the analysis of the DI component to the 2VTX data, described in the following Section, however, we �nd

that the contamination of DI events into the 1VTX DP signal is negligible [23], and make no correction.

Taking together the number of 1VTX events, fDP, and the correction for Triple Parton scattering, we

obtain NDP=7360�360+720�380.

VII Measurement of the number of Double Interaction events

The number of DI events in the 2VTX sample must be determined in order to extract the �e� parameter

(Eq. 6). To obtain NDI, we exploit the fact that the jets in photon + 3 jet DI events originate from

separate �pp collisions (Fig. 3b,c). The origins of jets along the beam-line were determined using charged

particle information from the CTC. The algorithm for �nding jet origins operated as follows. (1) Jets

were required to have j�j < 1:3 in order for associated charged particles to be within the volume of the

CTC. (2) All CTC tracks whose (�; �) lay within a cone �R < 0.7 around the jet (�; �) were considered

as candidates for belonging to that jet. (3) The average z of these tracks was calculated. (4) The track

with the largest deviation from the mean was removed and a new mean calculated; the process was

repeated until no track had a maximum deviation exceeding 3.0cm. (5) The jet origin in z was de�ned

as the average z of the remaining tracks. For jets with j�j < 1:1, at least one track was required; if

1:1 < j�j < 1:3, 2 tracks were required.

As a test, the algorithm was applied to the 1VTX data-sample. The di�erence between the z origin of

the jets and the VTX vertex is shown in Fig. 15a. Nearly all jet origins are found to be within 3cm

of the event vertex. This is not an artifact of the 3cm \outlier" cut. Distributions of the number of
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accepted tracks per jet are shown in Fig. 15b-d for the three jets. Even for the lowest ET jet, at least

one track is found roughly 90% of the time.

The algorithm was next applied to 2 vertex events. The event sample for the jet origin analysis di�ered

from the standard 2VTX sample in the following ways. A requirement of j�j < 1:3 was made for all three

jets, and the two VTX vertices were required to be separated by at least 10cm. The latter cut reduces

confusion in the track �nding algorithm. In addition, to increase the size of the sample, the upper

bound on the ET 's of jets 2 and 3 was removed. The total number of events passing these requirements

and the jet tracking algorithm is 1333. The impact of this di�erence in selection criteria is discussed

below.

In Fig. 16 we plot the di�erence in z origins for jets 1 and 3 (�z13) vs. jets 1 and 2 (�z12). The data

clearly divide into four Classes:

1. (�z12 and �z13) < 5 cm

2. �z12 < 5 cm and �z13 > 5 cm

3. �z13 < 5 cm and �z12 > 5 cm

4. j�z12��z13j < 5 cm

There are virtually no other events in the sample. In the absence of algorithmic failures or confusion,

these Classes would correspond to the following processes:

1. photon + 3 jets (SP or DP) at one collision

2. DI, with jets 1,2 at one collision and jet 3 at another

3. DI, with jets 1,3 at one collision and jet 2 at another

4. DI, with jets 2,3 at one collision and jet 1 at another

Experimentally, however, the Classes and processes mix. Errors in jet origin determination occur when

jets actually have few or no observable tracks, but are assigned an origin based on tracks from the

second collision. We account for this e�ect by running the algorithm on events from the DI (MIXDI)

and background (MIX2V) models that pass the selection criteria of the jet origin analysis. The algorithm

performance on data and models, speci�cally the breakdown of events into their Class assignments, is

shown in Table III. If the algorithm were perfect, then all MIXDI events would be assigned to Class

2,3,4 (DI signal) and all MIX2V events would be assigned to Class 1 (pile-up background). In practice,

the performance on the models indicates that the misidenti�cation of DI as pile-up, and vice versa,

occurs at the level of 20%.

The numbers of data events found in the four Classes were simultaneously �t to an admixture of MIXDI

and MIX2V. The data are best described with a (16.8�1.9)%DI component, meaning that jets originate

at separate �pp collisions in this fraction of the two vertex event sample. The uncertainty is statistical.

This result for the DI component is veri�ed in Fig. 17, which compares �S distributions for events
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where all jets have a common origin (Class 1) and for events with jets at separated origins (Class

2,3,4). A clear di�erence between the two Classes is seen. The strong peaking near � seen in Class 1 is

typical for SP, whereas the atter shape seen in the Class 2, 3, and 4 category is indicative of DI. The

shaded histograms are predictions, obtained by combining results from MIXDI and MIX2V in the ratio

fDI=0.168. Good agreement is observed. �S distributions for the four Classes are shown individually

in Fig. 18, and agreement with the predictions is again good.

The number for the DI fraction obtained above pertains to an event sample that di�ers from the

standard 2VTX dataset. We described in Sec. VI.1 a general technique for calculating the ratio of

signal fractions in two datasets with di�erent selection criteria (Eq. 9). Applying this, we �nd that

the 16.8% DI fraction found in this study implies fDI=17.7% for the standard 2VTX sample. This

translation has negligible uncertainty.

To test the robustness of this value for fDI, the selection criteria for the jet-tracking sample were varied.

The requirements on jet � and the number of associated tracks were relaxed and tightened on both data

and the mixedmodels. The extracted values of fDI agreed to 10%, fractionally, and no trend was observed

within statistics. We therefore take fDI=(17.7�1.9�1.8)%. Other possible sources of uncertainty, such
as misassignment of jet � and tracking confusion in events with close vertices, have been investigated

and are small. Taken together with the number of 2VTX events, we obtain NDI=(1060�110�110).

VIII Extracting the e�ective cross section, �e�

The �rst order expression for extracting �e� from the comparison of the number of DP and DI events

was given in Eq. 6. To obtain a more realistic expression we include (1) kinematic acceptance for DP

and DI events to enter our event samples, and (2) e�ciencies for a beam crossing with n collisions to

be observed as having 1 VTX vertex (DP candidates) or 2 VTX vertices (DI candidates). The vertex

e�ciency correction accounts for single (double) collision events lost from the DP (DI) candidate sample,

and for events with more than one (two) collision(s) which contribute to the DP (DI) sample. These

modi�cations are described in Appendix C. The updated expression for �e� is

�e� =

�
NDI

NDP

��
ADP

ADI

�
(Rc) (�NSD) : (10)

The acceptances for DP and DI events to pass kinematic selection requirements, apart from the vertex

selection, are denoted by ADP and ADI. The factor Rc replaces the ratio Nc(1)=(2Nc(2)) found in Eq. 6,

and is a function of the number of beam crossings with n collisions, Nc(n), and VTX vertex identi�cation

e�ciencies; see Appendix C.

The ratio of kinematic acceptances in Eq. 10 was obtained by taking the ratio of accepted events from

MIXDP and MIXDI event mixing, operating on the same samples of ingredient events. The level of

underlying event in single and double �pp collision events is di�erent, which results in slightly di�erent
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acceptances, since a higher level of this energy (1) reduces the e�ciency for passing the photon trigger

isolation cut, (2) makes it easier to �nd three jets above 5 GeV and thus accept the event, and (3) makes

it easier to �nd more than three jets above 5 GeV and thus reject the event. We �nd ADP=ADI = 0.958

with negligible statistical uncertainty. Apart from the fact that MIXDP explicitly models uncorrelated

DP scattering, systematic uncertainty on the mixing models and the acceptance ratio is small.

The number of beam crossings with n collisions, Nc(n), is needed for the evaluation of the Rc term

in Eq. 10. It was obtained using Poisson statistics, �NSD, and the instantaneous luminosities (Linst)
for the 1992-3 Tevatron Run. For a given Linst the number of NSD collisions per crossing is a Poisson

distribution with mean <n>= (Linst=f0)(�NSD), with f0 the frequency of beam crossings at the Teva-

tron. Nc(n) was evaluated as a sum of Poisson distributions with di�erent means, based on the Linst
distribution. The �rst several terms of Nc(n), expressed as fractions of the total number of crossings, are

Nc(1)=27.2%, Nc(2)=7.25%, Nc(3)=1.55%. This means, for example, that 27.2% of the beam crossings

in the 1992-3 CDF data are predicted to have one and only one NSD �pp collision.

The �rst order expression for the Rc term, as it appears in Eq. 6, is Nc(1)=(2Nc(2)). Given the above,

it has the value 1.87. Using the full expression for Rc in terms of Nc(n) and VTX e�ciencies, as it

appears in Appendix C, we �nd Rc= 2.06�0.02+0:01
�0:13. The second uncertainty is systematic, and is also

derived in Appendix C.

The �nal parameter in Eq. 10 is the NSD cross section. This was derived from the CDF measurements

of Ref. [9] by subtracting the single-di�ractive cross section (9.46�0.44 mb) from the inelastic cross

section (60.33�1.40 mb). We obtain �NSD=(50.9�1.5) mb.
Inserting these values into Eq. 10, our meaurement of the e�ective cross section for Double Parton

scattering is �e�=(14.5�1.7+1:7�2:3) mb.

IX Implications of the �e� measurement, and kinematic studies

The �e� parameter of Double Parton scattering contains information on the spatial distribution of

partons within the proton and on possible correlations between the partons. In the remainder of this

paper we investigate these issues. In Sec. IX.1 the measured �e� is used to constrain various models

of parton spatial density. In Sec. IX.2 we ask whether this density, and thus �e� , is dynamic. In Sec.

IX.3 a search for kinematic correlations between the two scatterings in DP events is described.

IX.1 Parton spatial density

In Sec. I we mentioned that a simple model of proton structure predicted a value of 11mb for �e� .

Our measured value of (14.5�1.7+1:7�2:3) mb is consistent with this expectation. We now describe this

prediction, and investigate predictions from other models of proton structure.

A strictly classical approach for calculating �e� given a spatial distribution of partons was taken from
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Ref. [24]. The overlap integral of the product of the proton and antiproton parton spatial densities is

evaluated, for a �pp collision with impact parameter �. This quantity, D(�), is taken to be proportional

to the \parton-parton luminosity" for single hard scatterings in collisions with this impact parameter.

Individual hard scattering cross sections are thus proportional to D(�), while the cross section for two

parton-parton hard scatterings is proportional to its square. In light of Eq. 1, the expression for �e� is

�e� =
1

2

(
R
1

0 D(�)2��d�)
2R

1

0 D(�)22��d�
: (11)

The integrals are over all impact parameters, assuming azimuthal symmetry. The partonic cross sections

for the two scatterings, such as �̂A and �̂B in Fig. 1, cancel in Eq. 11. The factor of 1/2 comes from the

de�nition of �e� (Eq. 1).

Equation 11 was evaluated for the simplest \hard-sphere" model, which assumes spherical protons

(radius rp) with a uniform parton density. We �nd �e�=4�r
2
p=4:6. Using our measured �e� we extract

a proton radius of (0.73�0.07) fm, where statistical and systematic uncertainties have been added in

quadrature.

The hard-sphere model for proton structure also has the unique feature that it predicts both �e� and

�NSD. In this model the NSD cross section is equal to �(2rp)
2, meaning that any scattering in which

the spheres \touch" contributes to �NSD. Thus �e� = �NSD=4:6, and one can use the measured value

for �NSD to obtain a numerical prediction for �e� . The value of 11mb mentioned in Sec. I was obtained

in this way. The factor of 4.6 is a purely geometric enhancement of the DP cross section: because

single parton-parton scatterings occur with highest probability in small impact-parameter �pp collisions,

where the overlap of parton densities is largest, the probability for a second scattering given the �rst is

enhanced.

Three other models for the parton density distribution { Gaussian, exponential, and Fermi { have also

been tested. The Fermi model is analogous to the charge density distribution seen in heavy nuclei [25].

The predictions for �e� , obtained from Eq. 11, are functions of the distance-scale parameter for each

model. In the same way that rp was extracted from the hard sphere model, we use our measured �e�
to determine the scale parameters. Results are summarized in Table IV.

These results can be compared to venerable measurements of proton size from ep elastic scattering. The

relevant quantity determined in these experiments was the RMS radius of the proton charge distribution,

found to be (0.77�0.10) fm in scatterings with momentum transfer Q2 of order 0.1-0.5 GeV2 [25]. To

compare with this value, the distance-scale parameters obtained from the density models were converted

to RMS radii. The relationships between parameter and RMS radius, and the resulting RMS radii,

are listed in Table IV. Despite the di�erence in Q2 between our experiments, these RMS radii are

consistant with the ep scattering value. It is interesting that similar RMS radii values are obtained

from the di�erent density models.

The Fermi, exponential, and Gaussian models do not predict �NSD, because they lack a natural cut-o�
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of the density in radius. For these models we have taken an opposite approach, and have used the

measured �NSD to specify the e�ective proton radius corresponding to NSD interactions. In particular,

we express this \NSD radius" as a multiple of the distance-scale parameter of each distribution. For

example, in the case of the exponential distribution of partons, where dN / e�r=�d3r, we determine �

using �e� as before, then assume �NSD � �(2n�)2 and solve for n. By this de�nition, n� is the e�ective

proton radius for NSD collisions. These cut-o� parameters are also given in Table IV.

IX.2 Feynman x dependence and x correlations

The �e� value from the present analysis agrees well with the previous CDF measurement of 12.1+10:7
�5:4 mb.

However, if �e� were a function of the kinematics of the scatterings involved, the two measurements

would not be expected to coincide. For example, a dynamic parton spatial density, where the density

depends on the Feynman x of the partons (x � pparton=pbeam), would generate an x-dependent �e� . As

an illustration, consider a model in which higher x partons are concentrated in a \hot core" within the

proton. At higher x the e�ective proton size, and thus �e� , would be smaller, resulting in a DP cross

section enhanced for scatterings at high x relative to low x.

The possible Feynman x dependence of �e� was studied by searching for deviations from the MIXDP

model, which by construction has the x dependence of the two scatterings only. It is worth noting that,

although the analysis of Sec. VI indicates that DP events in data have several properties that are well

described by MIXDP, this does not rule out an x-dependent �e� . The primary manifestation of such a

dependence would be in the DP rate vs. x, with possibly negligible e�ects on other kinematic properties

of the photon + 3 jet system.

We begin by establishing an enriched sample of DP candidate events, consisting of 1VTX data that pass

the cut �S < 1:2 (2575 events). Based on the MIXDP + PYTHIA curve shown in Fig. 14f, the data

passing this cut should be 90% DP. Each event was subdivided as usual into the two best-balancing pairs

based on minimum S. Four x's were evaluated, since two partons contribute to each of the two pairs

(see Fig. 1). Distributions of x are plotted in Fig. 19a-b, along with a prediction obtained by applying

the �S < 1:2 selection to the admixture 90% MIXDP + 10% PYTHIA. No systematic deviation of the

DP rate vs. x, and thus no x-dependence to �e� , is apparent over the x range accessible to this analysis

(0.01-0.40 for the photon + jet scattering, 0.002-0.20 for the dijet scattering).

Correlations in x between the partons that produce the two scatterings were investigated by plotting

the relationship between dijet x and photon + 1 jet x. The \hot core" model for example predicts a

correlation in x between two partons within the same baryon. In Fig. 19c we plot average dijet x as a

function of photon + 1 jet x, for partons within the same baryon. Plotting average dijet x allows any

correlations to be more clearly seen. Because DP events originate from the scattering of four partons,

each event makes two entries into Fig. 19c, one for the pair of partons from the proton, and one for the

pair of partons from the antiproton. For completeness, a complimentary plot of average dijet x versus

photon + 1 jet x was evaluated for partons in opposite baryons, and is shown in Fig. 19d. The 90%

MIXDP + 10% PYTHIA predictions are also shown. No correlations in x are apparent in either plot.
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IX.3 A search for other kinematic correlations

Apart from correlations introduced by x-dependent parton densities, other kinematic correlations be-

tween the two scatterings could exist in DP events. Certainly for scatterings at high ET , overall

energy-momentum conservation restricts the x range available for the second scattering [26]. A sec-

ond e�ect, more relevant for our relatively low ET dataset, is that higher order processes contributing

to DP might introduce a common transverse boost (\kT-kick") for the two pairs, as opposed to the

independent boosts present in MIXDP.

We have searched for kinematic correlations using the DP-enriched data sample and prediction of Sec.

IX.2. Unlike the case of an x-dependent �e� , however, it is possible that some types of correlation would

a�ect the distinguishing variable distributions, which were used in Sec. VI to establish the level of DP

in the 1VTX sample. If such correlations are present, the MIXDP model is inadequate, and the value of

fDP and the purity of the enriched sample are uncertain. Any discrepancies seen between the properties

of DP-enriched data and those of the 90% MIXDP + 10% PYTHIA prediction could therefore reect

either (1) actual distortion of the enriched data due to DP correlations, or (2) an incorrect assumption

for the purity of the enriched data.

The following variables were investigated: invariant mass, pT , and longitudinal momentum pz [27].

Each variable was evaluated for the two pairs separately and for the 4-body system as a whole. The

comparison of enriched data to the admixture 90% MIXDP + 10% PYTHIA for these three kinematic

variables is shown in Figs. 20- 22. For example, Fig. 20 shows invariant mass distributions for both

pairs, the 4-body mass, and the average mass of the dijet pair as a function of the photon + 1 jet mass.

This last is included to indicate the level of correlation between the pairs. The 4-body and pairwise

kinematic distributions are reasonably well described by the predicted mix of MIXDP and PYTHIA.

At a detailed level, some di�erences are seen in the dijet pT and mass. A low level of correlation is seen

in both the data and prediction, and results from the fact that, according to MIXDP, the majority of

DP events have the con�guration shown in Fig. 2(c). For this event con�guration the subdivision into

photon + 1 jet and dijet systems is incorrect, and results in correlations between the two systems. The

levels of correlation in DP-enhanced data are again reasonably well described by the prediction. We

�nd no clear evidence of kinematic correlations in mass, pT , or pz.

X Summary

A strong signal for the presence of Double Parton scattering has been observed in a sample of �14000
CDF =�0+ 3 jet events. We determine that the fraction of DP events in the sample is (52.6�2.5�0.9)%,
using a technique that does not rely on models for the single parton-parton scattering background

processes. This represents nearly a factor of ten increase in the ratio of DP to SP background, and a

factor of 8 increase in the statistics of the DP candidate sample, over the previous CDF measurement.

The process-independent parameter �e� is measured to be (14.5�1.7+1:7
�2:3) mb, and was determined

without reliance on theoretical QCD calculations. This measurement agrees well with the previous
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CDF value.

The �e� measurement has been used to constrain various models for the parton density distribution

within the proton. Within the context of each of these models, �e� was used to evaluate a value of RMS

proton radius which was compared to measurements from ep elastic scattering experiments.

The high statistics and large DP signal fraction of this analysis have permitted, for the �rst time,

searches for Feynman x dependence of �e� and kinematic correlations between the two hard scatterings.

We �nd no evidence for x-dependence to �e� within the x-range of this analysis (0.01-0.40 for the =�
0 +

jet scatter, 0.002-0.20 for the dijet), and likewise no evidence for x correlations among the four partons

involved in DP scattering. A search for kinematic correlations in mass, pT , and pz was also undertaken,

and no correlations are observed.
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A The properties of CDF jets with observed ET �5 GeV

We investigate whether the low ET jets of this analysis are the result of actual jet production, or of

instrumental e�ects such as electronic noise, phototube discharge or gas calorimeter sparking.

An inclusive 5 GeV jet dataset was obtained from minimum bias trigger events. A total of 25202

events were found with at least one jet above 5 GeV ET and a single VTX vertex (9% of single vertex

minimum bias events have one or more jets above 5 GeV). Of these, 706 events were agged as resulting

from obvious instrumental e�ects, with the jets originating with anomalously high rate from 4 speci�c

calorimeter regions. We note that the remaining 24496 events constitute the minimum bias ingredient

events used in the creation of MIXDP events.

The strongest indicator of 5 GeV jets as being products of hard scattering is the presence of dijet

structure. If two 5 GeV jets in an event are approximately opposite one another in �, then the jets are

real and not the result of instrumental e�ects. In Fig. 23 we plot �� in a sample of events with two jets,

with both jets above 5 GeV and no third jet above 2 GeV. Third jets originate from either higher order

QCD processes or DP scattering, and in either case tend to decorrelate the two leading jets. Strong

correlation is seen in the 1119 events passing this tight selection.

Clearly, these observed two jet events are real dijets. But this very clean dataset represents only 5% of

the inclusive 5 GeV jet sample. As a test of the remaining sample, the properties of inclusive 5 GeV

jets and jets from the dijet sample were compared. The following comparisons are shown in Fig. 24:

(a) the jet j�j and (b) � distributions, (c) the ET spectra, (d) the ratio of the total momentum of CTC

tracks within the jet cone to jet ET (for jets with j�j < 1), (e) the ratio of EM calorimeter ET to total

ET , and (f) average EM fraction vs. jet j�j. The two datasets match well. The slight di�erences seen in

some distributions are attributable to biases in the two samples, arising from the a�ect of ET resolution

coupled with the di�erent requirements on the number of 5 GeV jets. By contrast, the properties of

the 706 noise-produced jets are entirely di�erent (CTC fraction < 0.1, spikes in EM fraction, etc.).

Apart from the explicit elimination of jets from 4 speci�c calorimeter regions we �nd no evidence for

the contamination of 5 GeV jets by instrumental e�ects. Jets originating from noise in these regions

were also eliminated from the =�0 + 3 Jet data samples and the event-mixing models of Sec. IV.

B Correction to NDP for Triple Parton scattering

We use the MIXDP model to estimate the contamination of Triple Parton scattering (TP) events to the

observed DP signal in data. For some fraction of MIXDP events, it is possible that a Double Parton

scattering has occured in one of the two ingredient events. The resulting MIXDP events model Triple

Parton scattering.

DP can in principle occur in either of the two MIXDP ingredient events. Two combinations of ingredient

events are possible which both yield a photon + 3 jets �nal state and include a Double Parton scattering
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in one of the ingredient events. These are shown in in Fig. 4c-d. In both cases, a total of two jets must be

unseen in the detector. The contribution of each of the two potential channels were evaluated separately.

The channel shown in Fig. 4d contributes to MIXDP events having the con�guration (photon + 2 jets)

+ (1 jet). To estimate the DP contribution to this channel, correlations within the photon + 2 jet

ingredient event were studied. The angle in � between the lowest ET jet and the pT vector of the

remaining photon + 1 jet system was formed. This variable is similar to �S for photon + 3 jet events.

The distribution of this variable was seen to have a at tail extending to small angles, representing

poor pT balance, and was �t to a sum of predictions from SP (PYTHIA) and DP (event mixing used

to produce photon + 2 jet events). We �nd that 30% of photon + 2 jet ingredient events are consistent

with being DP. An upper limit on the DP contribution was obtained by assuming that all events at

small �� are DP, and extrapolating to all ��; this gives 38%. The lower limit is taken to be zero (i.e.

no DP contribution to the photon + 2 jet MIXDP ingredient events) since higher order QCD processes,

perhaps imperfectly modelled by PYTHIA, would also contribute to the poor-balance tail. Uncertainties

are assigned such that these limits are reached at 2 standard deviations. Thus the DP contribution is

(30+4�15)% to MIXDP events using photon + 2 jet ingredient events. This con�guration, (photon + 2

jets) + (1 jet), comprises 72% of MIXDP events.

The second possible channel for DP contribution, Fig. 4c, pertains to MIXDP events with the con�g-

uration (photon + 1 jet) + (2 jets). Correlations in the 2 jets ingredient event were studied. The �

angle between the two jets was plotted, and a tail extending to small angles was again seen. This at

tail when extended to all angles constitutes 43% of the events, and this value was taken to represent

the maximum amount of Double Parton contribution to the 2 jet events. The minimum contribution

was again taken to be 0, since higher order QCD processes would contribute to the small-angle tail.

Taking the average of these values, and again de�ning uncertainties such that the limits are reached at

2 standard deviations, we �nd a DP contribution to the (photon + 1 jet) + (2 jets) con�guration of

(22�11)%. This con�guration constitutes 28% of MIXDP events.

Combining the results for the two MIXDP con�gurations, we �nd (28+7�14)% as the overall fraction of

MIXDP events which use DP ingredient events. In principle, this should be the prediction for the

TP contribution to the observed DP signal in 1VTX data. However, the assumption that the number

of parton-parton scatterings per �pp collision is distributed in a Poisson fashion [6] indicates that the

prediction for the (photon + 2 jets) + (1 jet) con�guration is too large by a factor of two. This results

from the character of event mixing. In event mixing, the total number of independent hard scatterings

in a mixed event is the sum of number of independent scatterings in the ingredient events. For example,

when a SP photon + 2 jet ingredient event is combined with a SP 1 jet ingredient event, the resulting

MIXDP event models DP. In the same way, the combination of a DP photon + 2 jet event and a

SP 1 jet event yields a MIXDP event that models TP. Thus in event mixing the ratio of double- to

single-scatters in photon + 2 jet ingredient events is equal to the ratio of triple- to double-scatters in the

corresponding MIXDP events. On the other hand, under the Poisson assumption the ratio of triple- to

double-scatters should be suppressed by one half relative to the ratio of double- to single-scatters. This

suppression is absent from event mixing. We therefore reduce the predicted fraction of DP in photon

+ 2 jets ingredient events from (30+4
�15)% to (15+2

�8)%. No such reduction of the prediction is necessary
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for the (photon + 1 jet) + (2 jets) con�guration. The TP contribution to all MIXDP events is then

17+4
�8%, and the corresponding correction factor for NDP is 0.83+0:08

�0:04.

C Modi�cations to the �e� expression

In this Appendix we discuss modi�cations to the expression for determining �e� (Eq. 6) resulting from

event acceptance and vertex-�nding e�ciency, and assign an uncertainty to the vertex-related factor in

the updated �e� expression. Additionally, we examine whether the two scatterings in our DP events in

data are distinguishable or indistinguishable.

C.1 A special case: constant instantaneous luminosity

As an aside, we �rst note an interesting simpli�cation of Eq. 6 under special circumstances. The

Nc(1)=(2Nc(2)) factor in Eq. 6 is present because, to �rst order, DI events occur in beam crossings with

two �pp collisions while DP events occur in single-collision crossings. To gain insight into this factor,

we note that if the instantaneous Tevatron luminosity were constant then Nc(1)=(2Nc(2))=< n >�1,

where < n > is the mean number of NSD collisions per beam crossing. This follows directly from the

fact that the number of collisions per crossing has a Poisson distribution with mean < n >. For this

special case Eq. 6 reduces to a simple form:

�e� =

�
NDI

NDP

��
Nc(1)

2Nc(2)

�
�NSD =

�
NDI

NDP

��
1

< n >

�
�NSD =

�
NDI

NDP

��
f0

Linst

�
: (12)

In the last step we used the relation <n>= (Linst=f0)(�NSD), with Linst the instantaneous luminosity

and f0 the frequency of beam crossings. Thus, in this special case the e�ective cross section is a simple

function of the number of DP and DI events and two accelerator parameters.

C.2 Acceptance and vertex �nding ine�ciency

Returning to the general case of non-constant instantaneous luminosity, we introduce the a�ects of

event acceptance and vertex-�nding e�ciencies into Eq. 3, the expression for the expected number of

DI events, and obtain

NDI = ADI

�
�=�0

�NSD

��
�J

�NSD

� 1X
n=2

n(n � 1)Nc(n)�2(n): (13)
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ADI is the kinematic acceptance for DI events to pass the event selection, apart from the vertex require-

ment. The sum is over the number of collisions per beam crossing; at least two collisions are required

for the DI process. The combinatorial factor of 2 in Eq. 3 generalizes to n(n-1), n collisions taken 2 at

a time. Nc(n) is the number of beam crossings with n collisions. �2(n) is the e�ciency for a DI event

with n collisions to satisfy the 2VTX vertex requirments.

Similarly, Eq. 5, the expression for the expected number of DP events, becomes

NDP = ADP

�
�=�0�J

�e��NSD

� 1X
n=1

nNc(n)�1(n) (14)

where ADP is the kinematic acceptance for DP, the n factor is combinatorial (n collisions taken 1 at

a time), and �1(n) is the e�ciency for an n-collision DP event to pass the 1VTX vertex requirements.

The sum over the number of collisions begins at 1. Taking the ratio of Eqs. 13 and 14, the updated

expression for the e�ective cross section is

�e� =

�
NDI

NDP

��
ADP

ADI

�
(Rc) (�NSD) (15)

where

Rc �
P
1

n=1 nNc(n)�1(n)P
1

n=2 n(n � 1)Nc(n)�2(n)
: (16)

C.3 Rc and its uncertainty

The Rc factor results from the vertex requirements made to segregate the data into DP and DI candidate

samples. The sum in the numerator (denominator) represents contributions to the 1VTX (2VTX)

dataset from crossings with n NSD collisions. These contributions are modulated by VTX vertex

identi�cation e�ciencies. This is shown pictorially in Fig. 25. These ine�ciencies arise both from

detector and algorithmic ine�ciencies, and the merging of close collisions into a single observed vertex.

VTX e�ciencies were estimated in data. The overall e�ciency for a DP scattering in an n-collision

beam crossing to be found with 1 VTX vertex is �1(n), and was constructed from measured VTX

e�ciencies. The term for n=1 is 92%. The term for n=2 applies to events having a DP scattering and

an accompanying NSD collision, where one collision is observed and the other lost; this is 22%. Other

terms are negligible. Similarly, �2(n) is the overall e�ciency for a DI event with n collisions to be found

as 2VTX. The �rst non-zero term, �2(2), is 83%. The next term, �2(3), in which one of three collisions

is unseen, is 20%.
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Predictions for Nc(n) are given in Section VIII. Combining these with �1(n) and �2(n), we �nd Rc =

2:064�0.024, where the uncertainty is statistical. If only the �rst term in each series is considered,

meaning that only single collision beam crossings are taken to contribute to DP and double collisions

to DI, then Rc=2.09, showing that the leading terms dominate.

We now assign an uncertainty to Rc. This parameter depends on the number of NSD �pp collisions per

beam crossing and VTX reconstruction e�ciencies. If our understanding of these issues is correct, a

prediction can be made for the number of observed VTX vertices in any sample of CDF data. The Rc

expression (Eq. 16) is nearly identical to the expression for the ratio of the number of single and double

VTX vertex events in any CDF hard-scattering sample:

single VTX

double VTX
=

P
1

n=1 nNc(n)�
0
1(n)P

1

n=2 nNc(n)�02(n)
: (17)

As a speci�c case, the inclusive photon trigger dataset was chosen.

Vertex �nding e�ciencies in the VTX were found to be process dependent. As a result the e�ciencies in

Eq. 17 di�er from those in Eq. 16. For example, consider the e�ciency for 2 collision beam crossings to

contribute to an event sample with two VTX vertices. In Eq. 16 this is �2(2), and applies to DI events

which have hard scatterings at both collisions. By contrast, �02(2) in Eq. 17 applies to inclusive photon

events, which predominantly do not have a hard-scattering at the second collision. The numerical values

of the e�ciencies are di�erent (�02(2)=0.44 compared to �2(2)=0.83, for this example), but the dominant

�rst terms in the ratio of sums have the same form in Eqs. 16 and 17.

The measured ratio of single VTX vertex to double VTX vertex events in inclusive photon data is

4.96�0.02+0
�0:3, where systematic uncertainty arises from a subtraction of beam-gas background to the

double VTX vertex data (i.e. events with one hard scattering vertex and one beam-gas vertex). Equa-

tion 17 also yields 4.96. Because of the formal similarity in their expressions, we use the level of

agreement between Eq. 17 and the corresponding measurement as systematic uncertainty on Rc. The

ratio of measurement to prediction is 1.000+0:005
�0:064, where statistical and systematic uncertainties on the

measurement have been taken in quadrature. Applying this as systematic uncertainty on Rc, we obtain

Rc=2.06�0.02+0:01�0:13.

As a further check of the understanding of vertex related issues, the more demanding calculation of

the ratio of the numbers of 3 VTX vertex events to single VTX vertex events was also evaluated, and

compared to a measurement made in the inclusive photon data. The ratio is 46.6�0.5 in data, and the

calculated value is 44.4. While not consistent with the data result within uncertainties, the calculation

of this more complicated ratio is good to 5%.
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C.4 Distinguishability: the m factor

In the derivations of Eqs. 6 and 15 for �e� , it was stated that the cross sections for the individual

scatterings cancel in the ratio of NDI to NDP. The question we address now is whether this cancellation

is strictly true. In particular we ask whether the DP cross section is de�ned in the same way for the

two �nal states of our DP event sample, the  + 3 jet and �0 + 3 jet processes.

In Eq. 1 the m factor is 2 for DP �nal states consisting of two distinguishable scatterings. Indistin-

guishable scatterings have m=1. For the  + 3 jet �nal state in DP scattering the two constituent

scatterings are clearly distinguishable. On the other hand, the �0 + 3 jet process arises from a pair of

scatterings which each results in a dijet. One might argue that for the latter �nal state, the scatter-

ings are distinguishable because of the \asymmetric" kinematic cuts we impose, which insist that one

scattering be \hard" (resulting in a ET �16 GeV �0 and a jet) and that the accompanying scatter be

\soft" (resulting in a dijet with two 5-7 GeV jets). This would argue for a factor of 2 for the �0 + 3 jet

�nal state.

This question was answered empirically. We �rst expand Eq. 1 to explicitly show the two processes:

�DP =
2��J + (m)��0�J

2�e�
: (18)

In analogy with the derivations in Sec. II, we write � symbolically as the cross section for  + 1 or

2 jets production, and �J as production of 1 or 2 jets, such that taken together they yield a  + 3 jet

�nal state. Similarly, ��0 symbolically refers to 2 or 3 jet production including an energetic �0 from jet

fragmentation.

It is clear that the m factor a�ects the relative weighting of true photon events to �0 events in the DP

process. We determinem by comparing the fraction of true photons in MIXDP events to a DP-enriched

sample of data. For MIXDP, the relative weighting of photons to �0's is equivalent to having m=2 in

Eq. 18, since the two scatterings are from separate events. If m=2 for the �0 + 3 jet DP events in data,

the true photon fractions of data and MIXDP should agree; if m=1, they should not.

To obtain the fraction of true photons in DP events in the data, we examined 1VTX events with

�S < 1:2. The rationale is that the small �S region is DP-enriched. Based on Fig. 14f the data after

this cut has fDP=90%. A total of 2575 data events satisfy the �S < 1:2 requirement.

Three methods were employed to measure the fraction of true photons in MIXDP and DP-enriched

1VTX data. The �rst two are standard CDF techniques [14] that make use of (1) transverse shower

shape in the CES and (2) the number of conversions seen in the CPR. In both methods, events are

weighted by the probability that the photon candidate is a true photon. Summed over all events,

the total weight is the estimated number of true photons. The third method �ts the distribution of

calorimeter energy seen in a cone �R < 0:7 around the photon candidate to a sum of distributions

for true photons and �0's. Using these techniques the true photon fraction for DP-enriched data
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was determined to be (14.9�1.5�1.8)%, including a small correction for the estimated SP background

remaining after the �S cut. The uncertainties are statistical and systematic respectively. After applying

the same �S cut to MIXDP events, we �nd a true photon fraction of (14.7�0.3�0.5)%.
Clearly, the two true photon fractions are consistent within uncertainties. A value ofm can be extracted

from the comparison of the two fractions, and we �ndm=1.97�0.24�0.29. This measured value supports

the view that the �0 + 3 jet DP events in our data are composed of distinguishable scatterings. We

therefore take m=2 for this analysis, in the extraction of �e� . Alternatively, had m=1 been true for �0

+ 3 jet DP events in data, we would have expected to measure a photon fraction of 22.6%, nearly twice

the MIXDP value.
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Table I: Summary of the datasets, selection criteria, and models for signal and background used in

the identi�cation of the Double Parton (DP) and Double Interaction (DI) processes. In all cases the

=�0 + 3 jet �nal state is modelled, with photon ET > 16 GeV and jet ET > 5 GeV. Unless indicated

otherwise, jets are accepted within the full CDF Calorimeter (j�j < 4:2). The search for DP (DI) is

conducted in datasets and models with a single (two) observed �pp vertex. The PYTHIA shower Monte

Carlo program is used as a cross-check only.

Process Datasets and # events Model for Model for

studied selection criteria in data signal background

1VTX A-SET: 16853

DP, 5 < ET (2) < 7 GeV MIXDP event mixing, PYTHIA shower MC,

in 1 VTX 1VTX B-SET: 3727 � 1 jet from each event. SP =�0+3 jets.

vertex 7 < ET (2) < 9 GeV Underlying event ET Underlying event ET

events DP-Enriched: 2575 from 1 �pp collision. from 1 �pp collision.

5 < ET (2) < 7 GeV

�S < 1:2

2VTX: 5983

DI, 5 < ET (2) < 7 GeV MIXDI event mixing, MIX2V event mixing,

in 2 VTX Jet Origin: 1333 � 1 jet from each event. =�0+3 jets from one event.

vertex ET (2) > 5 GeV Underlying event ET Underlying event ET

events j�j < 1:3, all jets from 2 �pp collisions. from 2 �pp collisions.

�1 CTC track per jet

Table II: Results for the fraction of Double Parton events (%) in the 1VTX data, obtained from the

2-dataset method. The associated �2's and numbers of degrees of freedom are also shown.

Distinguishing variable tested:

��(; jet 1) ��(; jet 2) ��(; jet 3) �S all

fDP (%) 61.5�4.0 20.2�15.3 53.9�6.3 51.1�3.6 52.6�2.5
�2/(# d.o.f.) 41.5/29 27.4/29 18.0/29 69.2/59 167.6/149
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Table III: Performance of the jet origin algorithm operating on 2-vertex =�0 + 3 jet data and on models

for DI (MIXDI) and pile-up background (MIX2V). The breakdown of the number of events into the

four origin Classes (Sec. VII) is shown for each of the three samples tested. Based on the numbers in

the MIXDI and MIX2V columns, the jet origin algorithm misidenti�cation rate (DI found as pile-up,

and vice versa) is approximately 20%.

Event # Data events Frac. of samples assigned to each Class

Class per Class Data MIXDI MIX2V

1 946 0.710 0.224 0.813

2 185 0.138 0.353 0.090

3 105 0.079 0.190 0.064

4 97 0.073 0.233 0.033

Table IV: Results from the parton spatial density analysis. Predictions for RMS radius and �e� are

shown for several density models. Equating the �e� predictions to the measured value of �e� determines

the distance-scale parameters. RMS radii are derived from the distance-scales. The cut-o� parameter

for each model, n, de�nes an e�ective radius for NSD collisions, and is obtained from the distance-scale,

the relation �NSD � �(2n� scale)2, and the CDF measurement of �NSD. The measured distance-scales,

RMS radii, and cut-o�s have �10% uncertainty (statistical and systematic in quadrature).

Model Form of density, Predictions Measurements

for density dN=d3r RMS r �e� scale (fm) RMS r (fm) n

Hard Sphere Constant, r< rp
p
3=5rp 4�r2p/4.6 rp=0.73 0.56 0.87

Gaussian e�r
2
=2�2

p
3� 4��2 �=0.34 0.59 1.9

Exponential e�r=�
p
12� 35:5�2 �=0.20 0.70 3.2

Fermi, �=r0 = 0:2 (e(r�r0)=� + 1)�1 1.07r0 4:6r20 r0=0.56 0.60 1.1

Fermi, �=r0 = 0:5 \ " 2.01r0 14:5r20 r0=0.32 0.63 2.0

Fermi, �=r0 = 0:8 \ " 3.05r0 32:8r20 r0=0.21 0.64 3.0
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Figure 1: Schematic diagram of Double Parton scattering in �pp collisions. Two pairs of partons undergo

hard scatterings; the scatterings are labelled A and B, and the Feynman x's of the four initial state

partons are labelled by the baryon fromwhich they originate and the scattering to which they contribute.
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Figure 2: Schematic diagrams of the photon + 3 jet �nal state produced in a single �pp collision. (a)

SP production, in which a single hard scattering takes place. (b) DP consisting of photon + 1 jet

production overlaid with dijet production. (c) DP consisting of photon + 2 jet production overlaid with

dijet production, where one of the two jets of the dijet is not seen in the detector.
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Figure 3: Schematic diagrams of the photon + 3 jet �nal state produced in events with two �pp collisions.

(a) SP production at one collision togther with an inelastic (soft) second collision. (b) DI production

consisting of a photon + 1 jet scattering from one collision overlaid with a dijet from the second. (c)

DI production consisting of a photon + 2 jet scattering from one collision overlaid with a dijet from the

second, where one of the two jets of the dijet is not seen in the detector.
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Figure 4: Schematic diagram of MIXDP mixing. Four constructions of MIXDP events are shown. (a)

A CDF photon + 1 jet event mixed with a CDF dijet event. (b) A photon + 2 jet event mixed with a

dijet event where one of the two jets of the dijet is not seen in the detector. (c) A photon + 1 jet event

mixed with a double-dijet DP event where one jet of each dijet is lost. (d) A DP event in the (photon

+ 1 jet) + dijet �nal state with one jet from the dijet lost, mixed with a dijet event with one jet lost.

Con�gurations c) and d) model Triple Parton scattering events.
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Figure 5: Illustration of the de�nition of the �S variable, applied to a SP photon + 3 jet event. �S, is

the azimuthal angle between the pT vectors of the two best-balancing pairs constructed from the photon

+ 3 jet system.
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Figure 6: The six sensitive kinematic variables plotted for 1VTX data (points), the MIXDP prediction

for DP (solid), and the PYTHIA prediction for SP events (dashed).
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Figure 7: The \2-dataset" method for extracting fDP, illustrated for two hypothetical data-samples A

and B. �S distributions for the two datasets, normalized to unit area, are shown. In the A sample,

DP (\Signal") constitutes 70% of the sample, while in the B sample DP is 25%. The DP component of

each plot is shown in heavy shading, the SP background (\Background") in light shading. The scaled

di�erence of the two distributions, A�kB is also shown, with k such that the SP component of the A

distribution has been subtracted o�. The A�kB distribution is then equal to the DP distribution alone.
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Figure 8: (a) The ET (2) distributions for data passing the 1VTX selection criteria apart from the upper

limit on ET (2); ET(3) (points), and for events from the MIXDP model (dashed histogram). The two

spectra have been normalized at the �rst bin. (b) Ratio of the two spectra, MIXDP/data.
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Figure 9: Results for the 2-dataset �t to the �S distribution. The simultaneous �t value, fDP=52.6%,

has been used. (a) Distributions for the A selection, data (points) and MIXDP (shaded), with MIXDP

normalized using fDP. (b) Same, for the B selection; MIXDP is normalized using 0.66�fDP. (c) \A�kB",
the di�erence of the data distributions in (a) and (b), scaled so as to best eliminate the SP contribution

to A. This is compared to the pure MIXDP prediction (shaded). (d) The SP distributions in the A-

and B-sets, obtained by subtracting MIXDP (normalized by fDP and 0.66�fDP, respectively) from the

data.
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Figure 10: Results for the 2-dataset �t to the ��(; jet 1) distribution. See Fig. 9 for description.
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Figure 11: Results for the 2-dataset �t to the ��(; jet 2) distribution. See Fig. 9 for description.
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Figure 12: Results for the 2-dataset �t to the ��(; jet 3) distribution. See Fig. 9 for description.
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Figure 13: Results for the test of the 2-dataset method on mock data constructed from MIXDP and

PYTHIA events. The MIXDP fraction was varied from 35% to 65%.
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Figure 14: Comparison of the six distinguishing kinematic variables for 1VTX data (points) and a

52.6%/47.4% admixture of DP (MIXDP) and SP (PYTHIA) models. The MIXDP component is shown

in heavy shading, the PYTHIA component in light shading. The level of the DP component was

determined by the PYTHIA-independent 2-dataset method.
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Figure 15: Results of the jet tracking study on single vertex =�0 + 3 jet events. (a) Separation between

the VTX vertex and the jet origins in z. (b-d) Charged track multiplicity for the jets.
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Figure 16: Scatterplot of the di�erence in z origin for jets 1 and 3 (�z13) vs. jets 1 and 2 (�z12), in

=�0 + 3 jet events with two vertices. The data are subdivided into four Classes. Double Interaction

events, in which jets are produced at separate �pp collisions, should appear in Classes 2, 3, and 4.
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Figure 17: �S distributions for Class 1 and Class 2+3+4 jet origin categories, in 2 vertex =�0 + 3 jet

events. The shaded plots are predictions based on MIXDI and MIX2V events, using fDI=0.168.
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Figure 18: �S distributions for the four jet origin Classes, in 2 vertex =�0 + 3 jet events. The shaded

plots are predictions based on MIXDI and MIX2V events, using fDI=0.168.
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Figure 19: Results of the Feynman x analysis. Distributions of (a) x for the  + 1 jet system

(xJp;�p � [p
T
=pbeam][e

��+e��J ]), and (b) x for the dijet system (xJJp;�p � [(ET (i)+ET (j ))=(2pbeam)][e
��i +

e��j ], where i; j signify the two jets of the dijet). Two entries are made in each plot per event,

one for each of the two partons contributing to the particular two body system. The prediction,

90%MIXDP+10%PYTHIA, is shown as the shaded area. Events were required to have �S < 1:2. A

correlation study is also shown: average x for the dijet system plotted against x of the  + 1 jet system

(two entries per event), for (c) partons within the same baryon and (d) for partons in opposite baryons.

Data and prediction are as in (a).
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Figure 20: Comparison of invariant mass for 1VTX data (points) and the mixture 90%MIXDP +

10%PYTHIA (shaded). Events were required to have �S < 1:2. (a) The photon + jet system. (b) The

dijet system. (c) The four-body system. (d) Average dijet mass vs. photon + jet mass. The data are

well described by the prediction, which is dominantly from the uncorrelated MIXDP model for DP.
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Figure 21: Comparison of transverse momentum for 1VTX data (points) and the mixture 90%MIXDP

+ 10%PYTHIA (shaded). See Fig. 20 for description.
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Figure 22: Comparison of longitudinal momentum for 1VTX data (points) and the mixture 90%MIXDP

+ 10%PYTHIA (shaded). See Fig. 20 for description.
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Figure 23: Study of 5 GeV dijet events in minimum bias trigger data. The angle in � between jets is

plotted for a clean dijet sample, with both jets having ET > 5 GeV and no others above 2 GeV.
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Figure 24: Properties of inclusive 5 GeV jets in minumum bias trigger data (line) compared to jets from

a clean dijet dataset (points). The dijet distributions have entries for both jets. (a) Jet j�j, (b) �, (c)
ET , (d) the ratio of total associated CTC track pT to jet ET , (e) the fraction of jet ET seen in the EM

calorimeter component, and (f) the average EM fraction vs. jet j�j. Good matching is seen for the two

datasets.
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Figure 25: Schematic representation of the sums over the number of �pp collisions per beam crossing

in Eqs. 14 and 13. Collisions found as VTX vertices are shown as solid circles, with unseen collisions

shown as open circles. For example, a number of con�gurations contribute to the 1VTX DP sample.

Single �pp collision beam crossings contribute, scaled by the e�ciency for �nding the collision as a VTX

vertex (�1(1)). Two collision crossings also contribute, scaled by a combinatorial factor of 2, since the

scatter can be at either collision, and by the e�ciency for �nding one and only one of the collisions as a

VTX vertex (�1(2)); etc. Similarly for 2VTX DI events, where terms are scaled by larger combinatorial

factors and the e�ciency for �nding 2 and only 2 VTX vertices in each con�guration (�2(2); �2(3); etc:).

The e�ciencies include the combinatorics of which collision(s) is found in each con�guration.
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